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Abstract—Vision-based algorithms for multi-robot coordination, 
are presented in this paper. Cellular Neural Networks (CNNs) 
processing techniques are used for real time motion planning of 
the robots. The CNN methods are considered an advantageous 
solution for image processing in autonomous mobile robots 
guidance. 

 
 

I. INTRODUCTION 
 

The advances in technology have facilitated the use of mobile 
robots in order to carry out a large variety of tasks Recently, the 
interest has shifted from the design and deployment of few, 
rather complex and expensive robots towards the design and use 
of a larger number of robots, which are simple, relatively 
inexpensive, but capable together of performing complex 
activities [1].  
Multi-robot systems can provide several advantages over single-
robot systems: robustness, flexibility and efficiency among 
others. To benefit from these potential aspects the robots must 
cooperate to carry out a common mission. It is well known that 
several problems have to be solved to archive this aim. Some 
tasks can be carried out by a single robot but if two or more 
robots can cooperate, the task can be archive faster. 
Tasks used in the study of multi-robot control include foraging, 
which involves searching and retrieving items from a given 
area, box-pushing, which moves an object between two 
locations, and formation marching, where robots move while 
maintaining a fixed pattern. 
Much of the literature on distributed control algorithms for 
autonomous mobile robots has concentrated on two basic tasks, 
called gathering and convergence [2]. Gathering requires the 
robots to occupy a single point within finite time, regardless of 
their initial configuration. Convergence is the closely related 
task in which the robots are required to converge to a single 
point, rather than reach it. 
In [3] four type of formations are considered: line, column, 
diamond and wedge. The task for each robot is to 
simultaneously move to a goal location, avoiding the obstacles, 
avoiding collision with the other robots and maintaining a 

formation position. Each robot computes its proper position in 
the formation, relative to the locations of the other robots. 
Three techniques, for robot position determination within the 
formation,   have   been   identified  relative   to   the   formation 
center, to the leader and to a neighbor. 
Before the robot moving the path planning must be completed. 
A central supervisor can do this but in many cases, the 
corrections of the path, based on sensorial information obtained 
online, are required. The most frequently used sensors for 
mobile robots are the visual sensors such as cameras and range 
sensors such as laser, IR, or sonar. Though recent research using 
a camera includes efficient localization methods due to the 
wealth of information, efficient processing using limited 
computing power is still not an easy task. 
Cellular neural networks [4],[5] which have very short image 
processing time have been considered an advantageous solution 
for images processing in autonomous mobile robots guidance, 
[6],[7],[8]. The choice of CNNs is based on the possibility of 
their hardware implementation on a single VLSI chip [9]. 
 
 

II. CELLULAR NEURAL NETWORKS 
 

A cellular neural network (CNN - Cellular Neural Network [4]) 
is an analog, nonlinear, dynamic, multi-dimensional circuit 
having locally recurrent topology. The basic circuit units named 
cells or artificial neurons are connected only to its neighbor 
units. The basic cellular neural network [4],[5] has a two-
dimensional rectangular structure composed from identical, 
nonlinear analog circuits (cells), is presented in Fig. 1. 
Due to their locally connections, the field areas occupied on the 
chip by the connection wire is minimized so that these networks 
could be implemented in the present VLSI technology [5]. Cells 
that are not directly connected together may affect each other 
indirectly because of the propagation effects of the continuous-
time dynamics of cellular neural networks. 
A CNN is entirely characterized by a set of nonlinear 
differential equations associated with the cells in the circuit. The 
mathematical model for the state equation of the single cell 
C(i,j) is given by the following set of relations: 
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Figure 1.  A basic two-dimensional cellular neural network with M 
rows and N columns.  
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where xij denotes the state of the cell Cij; ykl, ukl denote the 
output and input respectively of cells Ckl located in the sphere of 
influence with radius r, Sr, from Cij cell; Aij,kl and, Bij,kl are the 
feedback and control templates respectively; zij is the bias term. 
The equation, which expresses the output value of Cij cell, is 
given in the relation (2): 
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where yij denotes output value of Cij. 
In Fig. 2 is presented how the two-dimensional signals are 
processed with a standard cellular neural network having 
templates of 3×3 dimensions. Applying the image U on the 
CNN input and having at state an initial image X, the CNN 
output image Y is obtained by using operators A, B, z, when 
that equilibrium point is reached. 
 
 

III. GATHERING METHOD FOR MOBILE ROBOTS BY USING 
CNN 

 
We are considering a system of autonomous mobile robots that 
are able to freely move in a two-dimensional work space. The 
robots must be gathering so that the sum of the trajectories will 
be minimum. For example, if a robot has a central position this 
robot will keep its location and the other robots will move 
toward it. There are also situations when two or more robots can 
be considered as having a central position. 
In the algorithm, which will be presented here, the environment 
image is considered discretized with the same resolution as 
CNN. Every robot is represented by an image containing a 
single black pixel, which indicates the robot position. 

A. Distance between robots evaluation  

Distance evaluation between two robots can be realized by 
determining the neighborhood of a robot with the minimum 
radius, which includes the pixel representing the other robot. 
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Figure 2.  Signals processing with a standard cellular neural network 
having templates of 3×3 dimensions. 

For n mobile robots, each having the position coordinates in the 
image given by (i, j), i. e. (R1(i1, j1), R2(i2, j2) … Rn(in, jn)), the 
neighborhoods with radius r for a robot Rm are given by the 
following relations: 

( ) ( ) { }{ } [ ]n,1m,rjl,ikmaxl,kCj,iV mmmmmmmmrRm, ∈≤−−= (3) 

If we suppose that the distance between the robot R1 and the 
other robots will be determined first, a neighborhood around 
this robot, with a radius 1r =  will be generated. Then, the radius 
is increased to 1rr +=  and so on, until all pixels representing 
the other robots will be overlapped ( 1rr = ). 
The distance (pixels number) between the robot Rp and the 
robot Rm is given then by the relation: 
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The algorithm was simplified taking into account the reciprocity 
propriety: 
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The neighborhood of each pixel can be obtained by using the 
template DILATION, given by the following relations [10]: 
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For example, in the case of four mobile robots (R1, R2, R3, 
R4), the neighborhoods of R1, which successively overlap the 
pixels corresponding to the other robots, are shown in Fig. 3. In 
a similar way, the neighborhoods of R2, R3 and R4 can be 
obtained. 
The distance determination procedure can be done in a 
prescribed order or in an increasing order. 

1) Distances evaluation in a prescribed order 

The neighborhood with radius 1r =  of the robot R1 is generated 
first (see Fig. 4). In the next step, the overlapping with the pixel 
representing R2 is verified. 
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Figure 3.  The R1 neigborhoods; a) the robots positions; b) r =1; c) r 
=4 (R3 is overlap); d) r =5 (R3 and R2 are overlap); e) r =7 (R3, R2 

and R4 are overlap). 
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Figure 4.  The flowchart for distance evaluation in a prescribed order. 

Two situations are to be considered: 
• if ( )11R1,122 j,iV)j,(i ⊂  then rr12 = ; 

• if ( )11R1,122 j,iV)j,(i ⊄  then the radius r will be 
incremented ( 1rr += ) and the process will be repeated.  

Finally, 12r  has the ultimate value assigned for r. Further on, the 
parameters 13r  and 14r  are determined in the same manner. 
Taking into account the relation (5), for robots R2, R3 and R4 
will be determined only the parameters: 23r  24r and 34r . 

2) Distance evaluation in an increasing order 

The distance evaluation in an increasing order between R1 and 
the other robots can be done like in Fig. 5. 
In the first step, the neighborhood of the R1 robot is generated, 
then the overlapping with one or more pixels, representing the 
other robots (R2, R3 or R4), are verified. 
Depending of the possible situations, the values for 12r , 13r  or 

14r  can be determined as follows: 
• if ( )11R1,122 j,iV)j,(i ⊂  then 1r12 = ; 

• if ( )11R1,133 j,iV)j,(i ⊂  then 1r13 = ; 

• if ( )11R1,144 j,iV)j,(i ⊂  then 1r14 = . 
If not, the radius r will be incremented and a neighborhood 
having radius 2r =  is generated. 

 The images of R1, R2, R3, R4 

r =d2=d3 =d4 =1 

Neigh. r of R1 

r =r+1

No

Yes Overlap 
R2 ?

No

r12 = r d2 =1? 
Yes 

d2 =0 
No 

Yes Overlap 
R3 ?

No

r13 = r d3 =1? 
Yes 

d3 =0 
No 

Yes Overlap 
R4 ?

No

r14 = r d4 =1? 
Yes 

d4 =0 
No 

Overlap 
R1..R4?

 

Figure 5.  The flowchart for distance evaluation in an increasing order. 

The process will be repeating until all the parameters: 12r , 13r  
and 14r  are determined. The algorithm will be continued for the 
robots R2, R3 and R4, taking into account the relation (5). 

B. Gathering of the robots 

The proposed method includes, as a first phase, the 
determinations of the distances between all robots of the 
collectivity. Then the values N1, N2, N3 and N4, which indicate 
how much a robot is close to the other robots are determined, 
according to the relation (7): 
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By comparison of them can be determined the robot or a group 
of robots which have a central position comparatively with the 
rest of the robots in the collectivity. 
The following possible situations have to be considered in our 
example: 

• there is no robot with a central position 
(N1=N2=N3=N4); 

• a single robot (e.g. R1) has a central position 
(N1<min(N2, N3, N4)); 

• two robots (e.g. R1 and R2) have a central position 
(N1=N2<min(N3, N4)); 

• three robots (e.g. R1, R2 and R3) have a central 
position (N1=N2=N3<N4). 

Based upon the same N1…N4 values, already determined, the 
algorithm can be extended for the case of determination of a 
robot or a group of robots having extreme positions. These 
robots must move toward the other robots.  
After the robots having a central position are determined, the 
other robots from the collectivity have to move toward to these 
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robots so that the total length of trajectory totaltr , given by 
relation (8) to be minimum. 

4R3R2R1Rtotal trtrtrtrtr +++=  (8) 

For example, if robot R1 has a central position and robot R2 
has an extreme position, R2 will move toward R1 until it enters 
into the R1’s neighborhood with radius r =1 (see Fig. 6). 
 
 

IV. TESTING THE ALGORITHM 
 

The gathering algorithm for mobile robots, using CNN, has 
been tested using the simulation environment CadetWin [10]. 
Images having a resolution of 32×32 pixels have been used in 
all simulations. 
In the case of the algorithm used for determination of the 
robots having a central position, the necessary total time was 
measured for three variants.  

The images of  R1, R2 

r =r12 

r =r-1 

Neigh. r of R1 
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Figure 6.  The flowchart for R2 displacement toward R1. 

An example of determination of the robots having central and 
extreme positions respectively, based on the algorithm 
described above, is presented in Fig. 7. A collectivity of four 
mobile robots is considered to be arranged like in Fig. 7a. 
 
 

V. CONCLUSIONS 
 

A necessary condition for the proposed algorithms to run 
correctly is that the robots positions to be clearly identified in 
the workspace images.  
The necessary total time for central and extreme robots 
determination, depending by the distance evaluation method. In 
the case of the algorithm used for determination of the robots 
having a central position, the necessary total time was 
measured for three variants. 
Taking into account the reciprocity propriety, given by (5), the 
processing time has been reduced up to 26%. If the distance 
between robots was determined in an increasing order, the time 
was decreased with 43%. 
It should be noted that in the proposed algorithms, the exact 
geometric position of the robots is not necessary. 
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Figure 7.  Determining of the robot positions; a) the neighborhoods of 
R1, b) the neighborhoods of R2, c) the neighborhoods of R3, d) the 

robots having a central position, e) the robots having an extreme 
position. 
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